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The time of doctorate studies: 2018 – 2022 years

• Object of reserch:

Data fusion methods.

• Research goal:

To propose a data fusion algorithm (framework) to improve decision making in

medicine using data mining methods.



Research tasks

• Perform an analytical review of data fusion existing methods;

• Select appropriate data for further research and data fusion method application;

• Identify main scientific problems (for example, in the medical field) in data fusion 

tasks (where data from different sensors is aggregated into one framework);

• Select appropriate data fusion methods for previously selected data;

• Develop a data fusion algorithm to improve decision making that would be 

applied to previously selected data;

• Evaluate the results of the proposed algorithm, make necessary changes.



Planned results

• Identification of proper data fusion methods to improve decision making

• Proposition and further application of a data fusion algorithm (framework), 

that would improve decision making using data obtained from mining 

techniques.



Work plan tasks for 2018/2019

• Perform a primary analytical review of data fusion methods;

• Identify scientific problems in data fusion tasks.

• Thesis prepartion stage: create a review of the topic.

• Participate in a summer/ winter PhD school.

• Pass 2 exams:

• Decision Making Strategies (7 ECTS)

• Research Methods and Methodology in Informatics and Computer
Engineering (8 ECTS)



Completed tasks 2018/2019

• Perform a primary analytical review of data fusion methods;

• Identify scientific problems in data fusion tasks.

• Thesis prepartion stage: create a review of the topic.

• Pass 2 exams:

• Decision Making Strategies (7 ECTS) – 10 (excellent)

• Research Methods and Methodology in Informatics and Computer
Engineering (8 ECTS) – 7 (satisfactory)



Participate in a summer/ winter school

COST action TD1403 PhD winter school „Big Data in Simulations and

Observations“ in Turku, Finland from 26 November 2018 to 1

December 2018.





Work plan for 2019/2020

• Create a deep overview of data fusion problems and their solutions in the 
medical field

• Develop a research methodology (Selection of research methodology for 
solving the chosen task)

• Investigate data fusion methods used in data research

• Identify additional scientific issues arising

• Dissertation preparation stage: conducting research



Work plan for 2019/2020

• Participate and present research results at an international scientific 
conference in Lithuania or abroad (

• Pass two exams: 

• Machine learning (7 ECTS credits);

• Fundamental Methods in Informatics and Computer Engineering (8 
ECTS credits)

• Publish a paper in a peer-reviewed periodical journal



Data Fusion

Data fusion is the process of getting data from multiple sources in order to build 

more sophisticated models and understand more about a project. It often 

means getting combined data on a single subject and combining it for central 

analysis. (Technopedia)



JDL model (1985)



Application fields

• Agriculture

• Medicine

• Industry (automotive)

• Military 

• others



Agriculture



Medicine



Industry



Military



Issues

Can be fixed

• Heterogeneous data

• Different measuring rates

• Noisy data

• Contradictive data

• Incomparable dimensionality

Cannot be fixed

• No good sensor substitute

• Downstream cannot makeup for upstream 

failures

• No ideal algorithm

• Sensors must have weights/ accuracy 

estimators

• The inference accuracy is hard to quantify



Algorithms I

Raw data fusion

K-Nearest neighbors

PDA

Joint PDA

Feature fusion

Maximum likelihood

Maximum a posteriori

Kalman filter

Particle filter



K-Nearest Neighbors

(KNN) algorithm is a simple, supervised 

machine learning algorithm that can be 

used to solve both classification and 

regression problems

PDA

Used for target tracking;

Updates based on all observations, 

weighted by their likelihoods.



Maximum likelihood
Choose value that maximizes the 

probability of observed data

Maximum a posteriori
Choose value that is most probable given 

observed data and prior belief



Kalman filter

Is used when you have uncertain 

information about some dynamic system, 

and you can make an educated guess 

about what the system is going to do next

Particle filter

Non-linear Kalman



Algorithms II

• Bayesian theorem

• P(θ|D)=(P(D|θ) X P(θ))/P(D)

• Demster-Shafter Inference

• is a generalization of probability theory that allows for incomplete knowledge
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