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The time of doctorate studies: 2018 — 2022 years

* Object of reserch:
Data fusion methods.

 Research goal:

To propose a data fusion algorithm (framework) to improve decision making in
medicine using data mining methods.



Research tasks

Perform an analytical review of data fusion existing methods;
Select appropriate data for further research and data fusion method application;

Identify main scientific problems (for example, in the medical field) in data fusion
tasks (where data from different sensors is aggregated into one framework);

Select appropriate data fusion methods for previously selected data;

Develop a data fusion algorithm to improve decision making that would be
applied to previously selected data;

Evaluate the results of the proposed algorithm, make necessary changes.



Planned results

|dentification of proper data fusion methods to improve decision making

Proposition and further application of a data fusion algorithm (framework),
that would improve decision making using data obtained from mining

techniques.



Work plan tasks for 2018/2019

Perform a primary analytical review of data fusion methods;
|dentify scientific problems in data fusion tasks.
Thesis prepartion stage: create a review of the topic.

Participate in a summer/ winter PhD school.

Pass 2 exams:
» Decision Making Strategies (7 ECTS)

« Research Methods and Methodology in Informatics and Computer
Engineering (8 ECTS)



Completed tasks 2018/2019

Perform a primary analytical review of data fusion methods;
|dentify scientific problems in data fusion tasks.

Thesis prepartion stage: create a review of the topic.

Pass 2 exams:
* Decision Making Strategies (7 ECTS) — 10 (excellent)

« Research Methods and Methodology in Informatics and Computer
Engineering (8 ECTS) — 7 (satisfactory)



Participate in a summer/ winter school

COST action TD1403 PhD winter school ,Big Data in Simulations and
Observations® in Turku, Finland from 26 November 2018 to 1
December 2018.

Monday Nov2é Tuesday Nowl? Wednesday Nov2B Thursday Nov2d fraday Now30
£9:00 - 1030 Introduction to Machine Deep Loarning Workshop - Antt) Perttid: Data science methods in  Victor Debattista and Samuel Earp:

Learming - Juben Noma Sclar System small body observalions  machine learning, finding Dars in big simulations
10:30 - 11.00 Introduction to Machine Deep Loarning Workshop Tak (Shrkicd Smo): Bayesaon Antti Perttid: Data science methods in  Victor Debottinta and Samuel Earp:

Learning - Juben Nema fitering and smoothing Solar System small body ctservations  machine learning. finding Dars in big simulations
11:00 - 11:20 coffee break coffee break Talk (Shrkich Smo): Bayesion coffee breok coffee break

fitering and smoothing

11:20 - 1300 Introduction to Machine Deep Loarning Workshop Tak (Sirkid Smo). Bayesien Janne. workfiow froem photogrephic Victor Debottista and Samue! Tarp:

Learning - luben Nema fitering and wmoothing MeteOr (At 10 the reconstruction of  machine learming, finding bars in big simylations
13:00 - 1400 lunch lunch urch lunch lanch
14:00 - 15:20 Introduction to Deep Learning Nima - TEBD evercines (Sl Smo): Bayesian Marks: Classification of meteor svents  Victor Debattista and Samoel Carp

< Nima fitenng and smoothing In large databates maching leaming, finding bars in big smeations
15:20 - 1580 coffes break coffes Dreak coffes break coffes break coffes braat
1540 - 17.00 Dewp Lewrning Use Case In Numw - TRO Maria, Smo, lerne, Case study. Janne - Bntr ated Cases by MeTra Victor Detattiyts and Samuet Earpe

Astro 182: TrarsiNet - Niena analysa of meteor trajectonies Meteor Tragectory Cakculator maching lcarning, finding bars i bg semalitons
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Work plan for 2019/2020

Create a deep overview of data fusion problems and their solutions in the
medical field

Develop a research methodology (Selection of research methodology for
solving the chosen task)

Investigate data fusion methods used in data research
|dentify additional scientific issues arising
Dissertation preparation stage: conducting research



Work plan for 2019/2020

Participate and present research results at an international scientific
conference in Lithuania or abroad (

Pass two exams:
« Machine learning (7 ECTS credits);

« Fundamental Methods in Informatics and Computer Engineering (8
ECTS credits)

Publish a paper in a peer-reviewed periodical journal



Data Fusion

Data fusion is the process of getting data from multiple sources in order to build
more sophisticated models and understand more about a project. It often
means getting combined data on a single subject and combining it for central
analysis. (Technopedia)



EXTERNAL |

DISTRIBUTED |

" LOGAL |

Sensors
Documents

People

-~

Data stores
, V)

SOURCES

JDL model (1985)

DATA FUSION DOMAIN

LEVEL 0

Source
Preprocessing

LEVEL 1 LEVEL 2 LEVEL 3
Object Situation Threat
Refinement Refinement

Refinement

it

LEVEL 4

Process
Refinement

DB Management System

Fusion

Database

Human
Computer
Interface




Application fields

« Agriculture

Medicine

Industry (automotive)
Military

 others
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Medicine
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Industry

Data Fusion Levels
y L, /

Signal level fusion Object level fusion

In signal-based fusion, signals (raw data) from Object-based fusion is performed on the clustered object list. It
different sensors are combined to create a generates a fused image in which information associated with each
new signal with a better signal-to-noise ratio signal datatype is determined from a set of signal datatypes in the
than the original signals source frame using clustering techniques
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Feature-based fusion requires an extraction of objects This consists of merging information at a higher level of

recognized in the various data sources. It requires the abstraction, combining the results from multiple algorithms

extraction of salient features which are dependent on to yield a final fused decision. Input images are processed
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Military
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|ssues

Can be fixed Cannot be fixed

* (Heterogeneous data * No good sensor substitute

 Different measuring rates « Downstream cannot makeup for upstream
. Noisy data failures

- Contradictive data * No ideal algorithm

« Sensors must have weights/ accuracy

. _Incomparable dimensionality _
estimators

« The inference accuracy is hard to quantify



Algorithms |

Raw data fusion Feature fusion
K-Nearest neighbors Maximum likelihood
PDA Maximum a posteriori
Joint PDA Kalman filter

Particle filter



K-Nearest Neighbors

(KNN) algorithm is a simple, supervised
machine learning algorithm that can be

use'd to solve both classification and
regression problems

PDA

Used for target tracking;

Updates based on all observations,
weighted by their likelihoods.
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Maximum likelihood Maximum a posteriori
Choose value that maximizes the Choose value that is most probable given
probability of observed data observed data and prior belief
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Kalman filter Particle filter

Non-linear Kalman

Is used when you have uncertain
inform'ation about some dynamic system,
and.you can make an educated guess
about what the system is going to do next
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Algorithms I

Bayesian theorem
P(6|D)=(P(D|B) X P(8))/P(D)

Posterior Beliefs

Demster-Shafter Inference
IS a generalization of probability theory that allows for incomplete knowledge
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