
ABSTRACT

Deep learning has significantly advanced 3D modeling, enabling accurate object generation
from single-view images. This project aims to improve computer vision and graphics
methodologies by optimizing deep learning algorithms to enhance efficiency in 3D object
generation. Using the ShapeNetCore dataset, which includes over 51,000 unique models, a
custom model was trained in PyTorch to create voxelized 3D objects [1].
Key challenges like geometric complexity and computational cost were addressed with
optimized preprocessing and design. Evaluation with Chamfer Distance and IoU metrics yielded
promising results, with an IoU score of 0.6549. This work contributes an adaptable and
accurate solution with potential applications in design, virtual reality, and gaming.

PROJECT DESCRIPTION

The core objective of this project is to refine a
deep learning algorithm for generating 3D
models from single-view images. This
algorithm leverages the ShapeNetCore
dataset and draws from advanced computer
vision techniques to develop an optimized
solution for voxel-based 3D object
reconstruction. Inspired by existing models,
the project addresses practical challenges to
improve efficiency and accuracy.
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Results
Preliminary experimental results demonstrate that the proposed model effectively 
generates accurate 3D objects from single images, achieving an overall IoU score of 
0.6549. These initial findings suggest that the model performs well across various 
object categories, however the model struggles with thin lines as they tend to not be 
rendered
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Conclusions
This work contributes to the field of 3D object 
generation by presenting an optimized deep 
learning solution that enhances accuracy of 
reconstructed objects. The model's 
adaptability to various object categories and its 
potential applications in computer-aided 
design, virtual reality, and game development 
highlight its significance in advancing 3D 
modeling technologies.
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