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Abstract

The increasing availability of high-resolution
satellite imagery enables detailed monitoring
of Earth’s surface, making change detection
a critical task for urban planning, disaster
management, and environmental monitoring.
This study presents a satellite image cap-
tioning dataset, generated using the CLCD,
LEVIR-CD, DSIFN, and S2Looking datasets,
and leverages the Llama model for caption
generation. Transformer models like BERT
and RoBERTa, alongside machine learning
techniques, were evaluated for change de-
tection performance. The results highlight
the effectiveness of these methods in trans-
lating complex satellite data into meaningful
captions, providing valuable tools for remote
sensing applications. The dataset, containing
captions for 16,753 image pairs, is publicly
available on Kaggle.

The Dataset

Figure 1: Data augmentation examples for a) CLCD, b)
LEVIR-CD, c) DSIFN, d) S2Looking datasets

This study utilizes four benchmark datasets
for satellite image change detection: CLCD,
LEVIR-CD, DSIFN, and S2Looking. The
CLCD dataset focuses on multi-sensor land
cover change detection, offering valuable insights
into land use dynamics. LEVIR-CD is spe-
cialized in detecting building changes in urban
environments, providing high-resolution image
pairs. DSIFN supports detailed change detec-
tion through its dual-stream approach, captur-
ing subtle differences in high-resolution images.
S2Looking, built on Sentinel-2 imagery, enables
large-scale monitoring of diverse landscapes. To
ensure a balanced and robust dataset, data aug-
mentation techniques such as random rotation
and scaling were applied, addressing dataset im-
balances and increasing the diversity of sam-
ples. Using these datasets, 16,753 annotated im-
age pairs were generated with detailed captions
through the Llama model.

Figure 2: Change and no change examples

Methodology

• Dataset Preparation: The CLCD,
LEVIR-CD, DSIFN, and S2Looking datasets
were used to establish a solid foundation for
change detection. To address data imbalances
and enhance sample diversity, data
augmentation techniques such as random
rotation (−90◦ to +90◦) and scaling (0.5x to
1.5x) were applied.

• Caption Generation Using Llama
Model: The Llama model, a
transformer-based architecture, was employed
to generate captions for satellite image pairs.
Each pair was processed with the prompt:
"Describe the satellite image!", guiding the
model to produce coherent descriptions. The
model optimized the probability of word
sequences:

P (wt|I, w1, w2, . . . , wt−1)
The objective was to maximize the likelihood
of accurate caption generation:

L =
n∑

t=1
log P (wt|I, w1, w2, . . . , wt−1).

• Evaluation Using Machine Learning
Models: Traditional machine learning
models, including Logistic Regression, Naive
Bayes, Support Vector Machines (SVM), and
K-Nearest Neighbors, were trained on the
generated captions. Text data was vectorized
using the Tf-Idf method before feeding it into
the models.

• Evaluation Using Transformer
Models: Transformer-based models (BERT,
DistilBERT, RoBERTa, and XLNET) were
fine-tuned to classify changes based on the
generated captions. These models utilized
self-attention mechanisms to effectively
capture dependencies and contextual
relationships within the text data.

Table 1: Accuracy Results for Train Data

Models CLCD LEVIR-CD DSIFN S2Looking
Machine Learning Models
Logistic Regression 0.8521 0.8644 0.8087 0.8263
Naive Bayes 0.8183 0.7704 0.7348 0.7406
Support Vector Machine 0.9760 0.9838 0.9430 0.9443
K-Nearest Neighbors 0.7169 0.8040 0.7910 0.7769
Transformer Models
BERT 0.7394 0.6846 0.7970 0.7485
DistilBERT 0.7113 0.6779 0.7848 0.7438
RoBERTa 0.7183 0.6443 0.7856 0.7438
XLNET 0.7042 0.6644 0.7939 0.7400

Table 2: Accuracy Results for Validation Data

Models CLCD LEVIR-CD DSIFN S2Looking
Machine Learning Models
Logistic Regression 0.7727 0.7105 0.7762 0.7859
Naive Bayes 0.7545 0.6754 0.7254 0.7181
Support Vector Machine 0.7681 0.7192 0.8084 0.7893
K-Nearest Neighbors 0.6090 0.6447 0.7050 0.6592
Transformer Models
BERT 0.6773 0.6930 0.8169 0.7522
DistilBERT 0.6727 0.7018 0.8102 0.7383
RoBERTa 0.6455 0.6360 0.8288 0.7628
XLNET 0.6455 0.6711 0.8000 0.7357

Conclusions

• This study proposed an analyze for satellite
image change detection using caption
generation.

• The Llama model successfully translated
satellite images into descriptive captions.

• Support Vector Machines and transformer
models achieved high accuracy in change
detection.

Link to data: Here

https://www.kaggle.com/datasets/kursatkomurcu/satellite-image-caption-change-detection
https://www.kaggle.com/datasets/kursatkomurcu/satellite-image-caption-change-detection

