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Introduction

Music source separation involves isolating individual audio sources from a mixed signal, enabling enhanced manipulation and analysis of musical
elements. Although there are countless different music source separation models available, most of them utilize modified versions of machine
learning algorithms, including 1) Convolutional Neural Networks (CNN), 2) Recurrent Neural Networks (RNN), and 3) Attention-Based
Transformers. This work presents and discusses the results of a survey on music source separation approaches. The main purpose of this analysis
is to understand the underlying logic of each algorithm and how they differ from each other. Second, it is crucial to compare the performance of
the models that adapt machine learning algorithms using a quantitative metric – SDR (Signal to Distortion Ratio) in order to see which machine
learning algorithm is the most efficient for separating stems in a musical recording.

Leading model architectures

Model comparison (MUSDB18)

Model Algorithm Domain Extra training data SDR 

Band-split Roformer [1] Transformer Frequency Yes (+450 songs) 9,8

HT Demucs [2]
Transformer

/CNN
Time and
Frequency

Yes (+3500 songs) 9,2

Band-split RNN [3] RNN Frequency No 8,97

Stripe-Transformer [4] Transformer Frequency No 6,71

D3Net [5] CNN Frequency Yes (+1500 songs) 6,68

Meta-TasNet [6] CNN Time No 5,52

Demucs [7] CNN Time No 5,41

TF-Attention-Net [8] Transformer Frequency Yes (+50 songs) 4,85
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Musdb18 is a dataset consisting of 150 full-length audio recordings of 10 different musical
genres, totaling about 10 hours. It also includes isolated versions of the sound sources, which
consist of drums, bass, vocals, and other sources.

MUSDB18 dataset


