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Unit testing is a fundamental aspect of software testing, which ensures the correctness and robustness of code implementations, but their creation requires considerable time and resources from developers. It has already been proven that special software can generate
test cases using conventional methods such as search-based software testing or random testing (Tang et al., 2024). However, the generated test's code reached high code coverage metrics but was highly unreadable by developers. Large Language Models (LLMs) can solve
readability issues by learning from training data containing real human-written test code examples. However, another challenge arises, such as unit tests reaching better coverage, but they are independent of functional context (Ryan et al., 2024). Researchers suggest solving
this issue by additionally introducing the context of the code fragment into LLM’s training set, improving overall results and its quality metrics. Recent research with LLM-generated unit tests focuses on code coverage as a unit test quality measure (Pan et al., 2024; Lops et al.,
2024; Bhatia et al., 2024). However, this is not enough, and we suggest involving additional ways in which unit tests will be reliable and understandable. These additional two ways: comparison measures based on abstract syntax trees such as CodeBLEU and RUBY. According
to this, this paper proposed to research and analyze how to measure the quality of the LLM-generated unit tests. In this research, three LLM models were applied, which were used for unit test generation according to the provided source codes. The generated unit tests were
evaluated by test quality metrics such as coverage and machine translation-based metrics. Our research results allow us to highlight several results of generated unit tests with several LLM models: Gemini Pro, Claude 3.5, and GPT 4.0.

The first observation was that LLM models generated unit test coverage that achieved from 34% to 100%, and mutation tests covered from 27-73%. The second research result was that semantic and syntactic similarity based on AST - was achieved from 0,35 until 0,83
when the unit tests were generated from source code with low cyclomatic code complexity and loose class coupling. When the source code is more complex, LLMs could achieve from 0,28 to 0,8 semantic and syntax similarity.
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Abstract syntax tree (AST)measures include CodeBLEU measurement, which is a measurement derived from the BLEU quality
metric. BLEU considers n-gram match but ignores code structure, which is crucial for code evaluation. CodeBLEU proposes weighted n-
gram match and syntactic abstract syntax tree match to measure grammatical correctness and introduce semantic data-flow match to
calculate logic correctness. CodeBLEU is calculated with the formula below (Ren et al. 2020):

𝐶𝑜𝑑𝑒𝐵𝐿𝐸𝑈 = 𝛼 ·  𝐵𝐿𝐸𝑈 +  𝛽 ·  𝐵𝐿𝐸𝑈௪௘௜௚௛௧ + 𝛾 ·  𝑀𝑎𝑡𝑐ℎ௔௦௧  +  𝛿 ·  𝑀𝑎𝑡𝑐ℎௗ௙

Another metric that measures abstract syntax tree is RUBY. The RUBY metric was suggested by Tran et al. (2019) as an alternative
to the natural language metrics. The metric compares program dependency graphs (PDG) of the reference and the candidate; if a PDG
is impossible to build, it falls back to comparing AST, and if an AST is also impossible to build, the metric compares the weighted string
edit distance between the (tokenized) reference code Rc and the generate code Gc sequences.
The RUBY metric is defined as:

𝑅𝑈𝐵𝑌 (𝑅𝑐, 𝐶𝑐)  = ൞

𝐺𝑅𝑆 𝑅𝑐, 𝐺𝑐 , 𝑖𝑓 𝑃𝐷𝐺𝑠 𝑎𝑟𝑒 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒

𝑇𝑅𝑆 𝑅𝑐, 𝐺𝑐 , 𝑖𝑓 𝐴𝑆𝑇𝑠 𝑎𝑟𝑒 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒

 𝑆𝑇𝑆 𝑅𝑐, 𝐺𝑐 ,                           𝑜𝑡ℎ𝑒𝑟𝑤𝑠𝑒

GRS - graph similarity, TRS – AST tree similarity; STS - string similarity;
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Figure 1. Principal scheme of method‘s source code gathering process

Figure 2. Principal scheme of research for unit code quality evaluation

Figure 3. Generated unit tests quality evaluation: code coverage metric Figure 4. Mutation coverage of generated unit tests
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Figure 6. Comparison of RUBY scores

Figure 5. Comparison of CodeBleu scoresFigure 5. Comparison of CodeBleu scores

Figure 7. Comparison of RUBY scores
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